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**Summary**

The software package WOMBAT has undergone considerable changes since its release in 2006. We describe its adaptation to multi-threaded processing and outline selected capabilities that have been added recently. Firstly, expanded features for multivariate analyses considering more than a few traits are available. These offer the facility for restricted maximum likelihood estimation subject to a penalty on the likelihood to reduce sampling errors. In addition, options for analyses of overlapping subsets of traits and subsequent ‘pooling’ of estimates based on likelihood principles are provided. Secondly, special modules have been added for the iterative solution of larger sets of mixed model equations, incorporating genomic information in a single-step analysis. These include options for analyses fitting the standard breeding value model or the so-called hybrid model. Furthermore, auxiliary calculations to obtain the genomic or joint relationship matrix (or inverse thereof) for animals with and without genotypes are available.
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**Introduction**

WOMBAT is a freely available software package for linear mixed model analysis in quantitative genetics with focus on estimation of covariance components and genetic parameters via restricted maximum likelihood (REML), aimed primarily at problems common to animal breeding applications. It was first presented at the 8th WCGALP in Belo Horizonte (Meyer, 2006) and, to date, has been cited in well over 750 scientific publications. Since then, there have been continuous improvements and additions to it’s capabilities, in response to scientific developments, changes in computing facilities and requests of colleagues. This paper highlights selected changes and features added in recent years.

**Multi-threaded processing**

Computer hardware has undergone dramatic changes in the last decade: whilst the increase in processing speed for individual CPUs has slowed, multiple cores and processors, co-processors (e.g. GPUs), extensive in-core memory and large amounts of disk space are readily available today. This has altered programming paradigms so that parallel execution to minimize elapsed (‘wall’) time is often more important than – previously prized – conservative memory requirements or fast, sequential execution. This has been accompanied by an increasing need for analyses involving mixed model equations (MME) comprising some large, dense blocks, as typically arising for genomic data. Fortunately, ‘off-the-shelf’ linear algebra routines are readily exploited for some of the resulting ‘dense’ calculations required and, moreover, are available in highly optimized forms for multi-threaded execution.

WOMBAT employs both BLAS (Blackford et al., 2002) and LAPACK (Anderson et al.,
1999) routines for calculations involving dense matrix blocks. By default, the coefficient matrix in the MME (C) is considered sparse and stored as such. However, identifying dense sub-matrices arising in sparse matrix factorization or inversion for REML analyses allows these routines to be exploited in what is generally referred to as ‘super-nodal’ approach (see Masuda et al., 2014, for an outline). In addition, WOMBAT has a ‘dense’ mode (invoked via run option --dense) in which C is stored in full. This eliminates the overhead from addressing operations in sparse storage and is thus advantageous when fitting covariance structures with many non-zero coefficients, such as a genomic relationship matrix.

Parallel execution for Linux executables is achieved by loading BLAS and LAPACK routines from the multi-threaded version of the Intel Math Kernel library (MKL) together with use of OpenMP instructions for selected operations. In addition, sparse BLAS routines (from MKL) are used for large, sparse problems. The number of threads utilized can be regulated through appropriate environment variables.

Penalized estimation of covariance components

Modern computing has made multivariate analyses to estimate covariance components involving quite a number of traits simultaneously technically feasible, and allows appropriately large data sets to be considered. However, the number of parameters to be estimated increases quadratically with the number of traits, so that estimates are afflicted by substantial sampling variation. REML estimation subject to a penalty on the likelihood function can ‘improve’ estimates by reducing sampling variances markedly at the expense of little additional bias. This yields estimates that are, on average, closer to their population values than unpenalized values (Meyer, 2011, 2016a; Meyer & Kirkpatrick, 2010). Suitable penalties can be derived as proportional to (minus) the logarithm of the probability density of assumed prior distributions for selected functions of the parameters. For instance, canonical eigenvalues may be shrunk towards their mean or genetic correlations be shrunk towards their phenotypic counterparts.

WOMBAT provides facilities for penalized REML estimation for multivariate analyses, offering a choice of penalties on (canonical) eigenvalues, correlations or covariance matrices and of stringency of penalization. Further options to assist with cross-validation to determine the optimal strength of penalization are available. Relevant options are acquired from the parameter file. However, whilst conceptually appealing, attempts to determine the optimal strength of penalties via cross-validation tend to complicate analyses and can be laborious. More recently, a ‘mild’ default penalty based on the assumption of a Beta distribution for canonical eigenvalues or partial correlations has been shown to be simple and effective, achieving a substantial proportion of benefits possible without the need for additional analyses (Meyer, 2016a). This is recommended for routine analyses involving five or more traits and can be selected by adding a simple, single line to the parameter file for WOMBAT.

Pooling estimates from analyses of parts

In spite of technical advances for multivariate analyses, there are scenarios where the number of traits of interest is too large for a joint analysis or computational demands are excessive. A standard approach in this case is to carry out analyses of small, overlapping subsets of traits. In the absence of potential selection bias, this may be as simple as performing all pairs of bivariate analyses, \( q(q - 1)/2 \) for \( q \) traits. A post-estimation step is then needed to ‘pool’ individual results into valid, ‘complete’ covariance matrices. Often, this is done using simple strategies, such as averaging of covariance components, truncating or regressing the eigenvalues of the combined
matrix towards their mean to ensure matrices are positive definite. Alternative, likelihood based
approaches have been described (Mäntysaari, 1999; Thompson et al., 2005) but are rarely applied.
These may yield combined matrices that are on average closer to the corresponding population
values, especially when matrices for all sources of variation are considered simultaneously (Meyer,
2013). Thompson et al. (2005) outlined how to pool partial results using standard software
for variance component estimation by transforming results from individual part-analyses into
pseudo-observations.

Options are available in WOMBAT to make analyses by parts straightforward. To begin
with, the run option --subset facilitates generating all the parameter files needed for subset
analyses from a single file, set up for all traits. Similarly, only the overall data and pedigree files
are required, and subset analyses write out additional files, suitable as input for pooling subsequent.
Methods implemented for pooling are ‘iterative summation of part matrices’ (Mäntysaari, 1999)
(run option --itsum) and newer, likelihood-based procedures, invoked by --pool. For the latter,
additional options allow selection of mildly penalized estimation or assumptions for a pseudo
pedigree structure, as proposed by Meyer (2013) to ‘improve’ estimates, similar to multivariate
analyses of all traits.

Single-step genomic evaluation

Whilst WOMBAT is primarily a program for REML analyses, a number of modules have been
added for iterative solutions of linear mixed models. These modules are meant as research tools
(not to compete in efficiency or capacity with commercial or custom software), using mostly
in-core storage of the MME. However, depending on computer resources available, they can
readily accommodate moderately large problems with tens of millions equations in the model.

Breeding value model

Iterative solutions for ‘standard’ breeding value models have been available for a number of
years and are specified using run option --solvit. This holds the complete MME in core, using
compressed sparse row (CSR) format for the (typically) sparse coefficient matrix. It provides the
choice of Gauss-Seidel and pre-conditioned conjugate gradient (PCG) algorithms, with diagonal,
block-diagonal or successive over-relaxation (SSOR; Meyer, 2016b) pre-conditioners for the
latter. Further, it allows fitting of random effects with user-defined general covariance matrix and
provides the option to parameterize to genetic principal components.

Recently, there has been increasing interest in genetic evaluation using the so-called single
step genomic BLUP (SS-GBLUP), with involves an inverse relationship matrix ($H^{-1}$) which,
with appropriate ordering, is comprised of a dense block for genotyped animals and sparse blocks
otherwise; see, for instance, Legarra et al. (2014). This structure is exploited in a modified
module, invoked with --s1step. As for --solvit, it allows for input of the matrix $H^{-1}$ element-wise
(non-zero elements of the half-stored matrix only), but the parts of $C$ for genotyped animals are
stored in full, for all traits. While this can result in substantial memory requirements, it facilitates
effective use of BLAS routines as well as the SSOR preconditioner.

An alternative implementation is selected using run option --s2step. This differs by using
‘iteration on data’ to calculate the bulk of the product of $C$ and a vector $r$, as required in each PCG
iterate. Only a diagonal pre-conditioning scheme is implemented. Moreover, for $H^{-1} = A^{-1} + \Delta$,
the inverse of the numerator relationship matrix (NRM), $A^{-1}$, is set up directly from pedigree
information and only the ‘add-on’ part for genotyped individuals, $\Delta$, is to be read from file,
with input in binary format. The ‘add-on’ is again stored in full but with storage requirements
proportional to the number of genotyped animals only.

Existence of multiple modules for essentially the same task is a reflection of how additional capabilities were developed over time and some consolidation may take place in future.

‘Hybrid model’

Recently, the so-called hybrid model (HM) has been suggested as an equivalent model for SS-GBLUP (Fernando et al., 2014). In brief, this fits breeding values for non-genotyped animals and marker effects for genotyped individuals. The HM does not require calculation of the genomic relationship matrix or the corresponding part of the NRM nor their inverses. Thus it becomes increasingly appealing as the number of genotypes grows, especially if a moderately sized subset of markers suffices to model genetic effects. However, explicit imputation of genotypes for non-genotyped animals is required instead. Fernando et al. (2016a) describe efficient computing strategies to fit such models and emphasize their scope for parallel processing.

WOMBAT provides a simple implementation for iterative solution of the MME for the HM, using a PCG algorithm with diagonal preconditioner. This includes a set-up step to impute missing genotypes. As above, sparse parts of $C$ are held in core, but storage of potentially large, dense submatrices is mostly avoided by calculating the product $Cr$ in multiple steps; details are given in Meyer (2017). This module is selected by run option --s3step, again with additional parameter file options available, e.g. to select the imputation scheme for non-genotyped animals or the degree of in-core storage to apply.

Genomic relationship matrices and $H^{-1}$

To assist with calculations required to obtain genomic relationship matrices ($G$), their inverses or $H^{-1}$, WOMBAT provides a separate module invoked with run option --hinv. It has a number of options (set in the parameter file) to choose which calculations to carry out and which results to write out and their format. These include the choice of method to calculate $G$, a weighted average between genomic and pedigree based components and inclusion of ‘meta-founders’ (Legarra et al., 2015). Currently additional options are being implemented to approximate the inverse of $G$, either in ‘APY’ form (Misztal et al., 2014) or using the partial Cholesky or RQ decompositions proposed by Hancock (2017) and Fernando et al. (2016b), respectively.

Availability

Executables for WOMBAT together with the user manual and worked examples are available for free download via [http://didgeridoo.une.edu.au/km/wombat.php](http://didgeridoo.une.edu.au/km/wombat.php).

Conclusions

Our software package WOMBAT has been available to the scientific community for over a decade. A number of features added in recent years that are less well known are described to encourage their uptake and to inspire ‘better’ estimates for multivariate analyses through penalized estimation or appropriate pooling of results from analyses by parts. Special features for genomic data are provided to increase the scope of the package.
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